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Face robots capable of expressing their emoUonal status, can be adopted as an efficient tool 

for friendly commumcatlon between the human and the machine In this paper, we present a face 

robot actuated with artificial muscle based on dielectric elastomer By explo~tlng the properues 

of dielectric elastomer, it Is possible to actuate the covermg skin, eyes as well as provide human 

-like expresslvlty without employing complicated mechanisms The robot ~s driven by seven 

actuator modules such eye, eyebrow, eyehd, brow, cheek, jaw and neck module corresponding 

to movements of facial muscles Although they are only part of the whole set of facial motions, 

our approach ~s sufficient to generate six fundamental facml expressions such as surprise, fear, 

angry, disgust, sadness, and happiness In the robot, each module communicates with the others 

via CAN commumcat~on protocol and accordmg to the desired emotional expressions, the facial 

motions are generated by combining the motions of each actuator module A prototype of the 

robot has been developed and several experiments have been conducted to vahdate its feas~- 

bfilty 
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1. introduction 

Recent development of robot technologies 
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realizes even the robot hke human beings while 

generating frlendty interaction with them To 

make the robot more intimate to the human, ~t 

is prerequisite to have a tool for execuung verbal 

eommumcattons, exchanging retentions and emo- 

tions According to the studies on psychology, 

however, they say that facial expressions with the 

face robot are crucial for friendly commumcahon 

with the human beings 
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Issues of the face robot are addressed as three,  

aesthetic design, mechanism for actuation, emo- 

tional expresslvlty or intelligent interaction In 

the aestheUc design, there exist two extremes 

between reahsm (Kobayashl et a l ,  2002) and 

caricatures (Breazeal and Scassellatl, 1999), but 

it should be noted that the perfect copy of the 

human face may arise negative Impression of  the 

robot rather than the intimacy In the issue of 

intelligent interaction, it has been addressed that 

several determined patterns of movements can 

transfer the emotional expressmns (Mlwa et a l ,  

2001) Up to now, there have been several ap- 

proaches as the actuating means of the face ro- 

bot such as pneumatic cylinder (Kobayashi  and 

Haia,  1993), Shape Memory Alloy (SMA) actua- 

tor (Kobayashl et a l ,  1999), McKibben pneuma- 

tic muscle (Kobayashl et a i ,  2001 Alan and 

Tanh, 2004), motors (Miwa et a l ,  2001 , Edsmger 

et a l ,  2000), artificial muscle based on Elec- 

t roActwe Polymer (EAP) (Hanson et a l ,  2001) 

However, the existing technologies available to 

the robotic researchers constrain the range of 

viable design of  the face robot 

Polymers are recently getting more attentmn 

as new energy transformers m many different 

apphcatlon fields mainly thanks to thmr lighter 

weight and higher efficiency compared to tradi- 

t ional electromagnetic transducers Although se- 

veral polymeric energy transfoimmg materials 

are available for current transducer researches, 

ElectroActive Polymers (EAP) appear to have 

great potennal to be a new alternative actuator 

(Yoseph, 2004) Various EAPs including Ionic 

Polymer Metal Composite (IPMC),  Conducting 

Polymer (CP),  polymer gels, dielectric elastomer, 

and ptezoelecmc polymer are adopted for new 

kinds of transducer constructions In spite of  the 

technical difficulties their apphcatmn areas are 

rapidly expanding by many researchers, especially 

in robotic fields since actuation mechamsm of 

the polymers is similar to human muscle Among 

them, the d~electrle elastomer has several advan- 
tageous features over the others on the point of 

large strain, high force-to-weight ratio, dry ac- 

tuation regardless of high driving voltage input, 

which has been proven to possess high potential 

of mimicking or replacing the human muscles 

recently (Chol et a l ,  2003 ; Pelrlne et a i ,  1998) 

in an attempt to exploit these properties, we 

have developed a face robot  capable of  replica- 

tang human famal expressions By using the prop- 

emes of dleleemc elastorner, st is possible to 

actuate the covering skin as well as provide hu- 

man-hke  expresslvRy without employing comph- 

cated mechanisms The robot  is driven by seven 

actuator modules such as eye, eyebrow, eyehd, 

brow, cheek, jaw and neck module corresponding 

to Action Umts of  Facial  Action Coding System 

by Ekman (1977) Although they are only part of  

the whole set of Action Units (AUs),  our ap- 

proach is sufficient to generate six fundamental 

facial expressions such as surprise, fear, angry, 

disgust, sadness, and happiness In the robot, each 

module communicates with the others via C A N  

communication protocol and according to the 

desired emotional expressions, the facial mouons 

are generated by combining the motions of  each 

actuator module 

Succeeding sections of the paper are orgamzed 

as follows First, actuation points on the face are 

determined Next, basic operatmn mechanism of  

the dielectric elastomer is addressed and then, 

generic designs of  the actuator modules are pre- 

sented with the description of the system con- 

struction. Finally, the prototype of the face ro- 

bot is introduced and experlmental results are 

added 

2. Determinat ion of Actuat ion 
Points  

Among the previous researches on physiology, 

Ekman developed FACS (Facial  Action Coding 

System) based on the movements of facial muscles 

(Ekman and Fnesen, 1977). He classified facial 

motions into 46 distinct groups and analyzed the 

facial expressions such as surprise, fear, angry, 

disgust, sadness, and happiness according to the 

combination of  AUs. By employing this method, 

Kobayashi  and t i a ra  determined the actuation 

patterns of the face robot To express six basic 

facial motions, 12 AUs among 46 ones has been 

selected as hsted in Table 1 18 control points 
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Table 1 AUs for expressing six basic facial motions 

AU Number 

1 

2 

FACS Name 

Inner Brow Raiser 

Outer Brow Raiser 

4 Brow Lowerer 

5 Upper Lid Raiser 

6 Cheek Raiser 

7 Lid Tightener 

9 Nose Wrinkler 

10 Upper Lid Raiser 

12 Lip Corner Puller 

15 Lip Corner Depressor 

17 Chin Raiser 

20 Lip Stretcher 

25 Lips Part 

26 Jaw Drop 

Surprise 

Angsr 

Fig.  2 

Fear  Disgust 

Happiness Sadness 

Six basic facial expressions with marker at- 

tachment 

f 

Fig. 1 Control points 

have been experimentally determined as shown in 

Fig. 1, and consequently, they are selected as the 

actuation points on the face robot (Kobayashi 

and Hara, 1993). 

In order to map the human facial expression 

onto those of the robot, preliminary experiments 

were conducted in this research. The points for 

monitoring the movements were chosen such as 

eyebrow, eyelid, forehead, lip, cheek and markers 

were attached for capturing the motions. The 

marker located between the eye and the tip of" 

the nose is the reference point for the analysis. 

Figure 2 represents the six basic facial expres- 

sions, that is, surprise, fear, angry, disgust, sad- 
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Surprise Fear Disgust 

Anger 

Fig. 3 

Happiness  Sadness  

Comparison of marker attachment 

ness, and happiness. The relative motions of the 

face were detected by comparing the positions 

of markers when the subject made a facial ex- 

pression as shown in Fig. 3, For instance, "sur- 

prise" accompanies the motions that the eyebrow 

moves up, wrinkles appears on the forehead, eyes 

are enlarged, and the jaw is open. In the case of 

"fear" the eyebrow moves up, the mouth is open 

and the lips are pulled horizontally. By summa- 

rizing the results of preliminary experiments the 
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Table 2, Six basic facial expressions and AUs used 

Expression 

Surprise 

Fear 

Disgust 

Anger 

Happiness 

Sadness 

I 
F 

I 

AUs 

1,2,5, 15,26 

l, ~, ~ 20, 25 

4.6 ,10  

2,7 

6,9,17 

1,15 

change of facial expressions were incorporated to 

AUs correspondingly as listed in Table 2. Conse- 

quently, forehead, eyebrow, eyelid, check, and 

mouth have been selected as the principal points 

of actuation based on the results of preliminary 

experiments. In fact, the data above entirely de- 

pends on static movements of the face but dyna- 

mic motions are required to generate more realis- 

tic expressions. For example, the motion of the 

neck has effect on the surprise and the direction 

of gaze influences the overall emotional expres~ 

sions. Thus, we try to use not only the motions of 

the face, but mimic the change of gaze and that of 

the neck for realistic expression of emotions in 

this work. 

3. S y s t e m  O v e r v i e w  

As shown in Figs. 4, 5 and 6, the face robot 

consists of seven actuator modules fhat is, eye, 

eyebrow, eyelid, cheek, brow, ja~ and neck t o o -  

dule with a skull which plays as a skeletal struc- 

ture. All the modules except the jaw and the 

neck are actuated by the artificial muscle actua- 

tors proposed. Motors are utilized on the control 

point requiring relatively large forces. For exam- 

ple the jaw is driven by an RC servo motor and 

the neck is actuated by three DC servo motors. 

The face of the robot is covered with an off-the- 

shelf plastic mask without paying any special 

treatment. Each module possesses an embedded 

controller (PICISF258/458) which can control 

the actuation and communicate with the others 

via CAN protocol. Thus, removal/insertion of 

additional modules arc easy and control points 

can be multiplied as well. Also, since all the 

actuators with driving and control circuits are 

embedded in the robot, compactness in size is 

achieved without problems in wiring, even al- 

though its total degree of- freedom (Dog)  goes 

up to 24 as [isted in Table 3. 

i ~ j .  �84 ~ 

Ned< M od~Jle 

F i g .  5 

t]~e~ '%h.i.h- F,~ln M~• 

Photo o{ face robot without covering 

PGWOV SoUrCe) FOC~ Robot Usor :nt~rfaco 

Fig. 4 Photo of face robot 
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System layout of face robot 
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Table 3 DOF of modules in face robot 

module dof 

neck 3 

jaw 1 

eye 5 

eyebrow 2 

Eyelid 1 

Cheek l 

Forehead 2 

Total 

number of module subtotal 

10 

24 

4. Description of Actuator 
Modules 

4.1 Basic principle of actuation 

The actuator developed here is fabricated with 

dielectric elastomer. The physics of  actuation is 

elaborated and well documented in some publi- 

cations (Pelrine et al., 1998). The principle of  

operation is based on the electromechanical trans- 

duction of a parallel two-plate-capaci tor .  A sche- 

matic overview of the basic actuation mechanism 

is shown in Fig. 7. 

When a voltage potential is applied across the 

dielectric elastomer film coated with compliant 

electrodes on both sides, the material is com- 

pressed in thickness and expands in lateral direc- 

tion, By virtue of this contraction caused by the 

charged electrical energy across the thickness of 

the material, mechanical actuation force is gen- 

erated. This physics clearly links mechanical and 

electrical energy domain where energy transdue- 

tion happens. The effective mechanical pressure 

along the thickness direction by electrical input 

is given by, 

c ~  = - e o s , , E  ~ (I) 

where E is an applied electric field, ~o and r 

are electric permittivity of  free space and rela- 

tive permittivity respectively. Mechanical actua- 

tion could be acquired through either the effective 

pressure caused axial contraction or fateral ex- 

pansion of the dielectric elastomer block. Accor- 

ding to the previous researches, the bandwidth of 

the actuator is estimated around 200 Hz, and its 

Fig. 7 Basic operation in transduction 

Top View 

0 
Bottom View 

Fig. 8 Design of multi-DOF actuator 

actuation speed may go up to I kHz in maximum 

(Yoseph, 2004). 

4.2 Eye module 

The actuation of the eye module is based on 

the mul t i -DOF actuator proposed by the authors 

as illustrated in Fig. 8 (Choi et al., 2003). The 

actuator consists of eight polymer film sections, 
four sections on each side. It can be manufactured 

by simply partitioning the elastomer surface and 

applying the carbon coating separately on each 

partitioned area during electrode coating process. 

Since each polymer section is to be packaged 

separately, each quadrant must be controlled in- 

dependently. A proper combination of indivi- 

dual motions of each section might provide 

continuous m u h i - D O F  actuation. For  example, 

when sections d and h are actuated, the output 
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[ ) i r  r k  p a t t e r n e , t t  e | r . e t r o d +  

Fig. 9 

d v f ~ r m ~ l  r e ~ l t e r  

"'7"' 

Translational mot.ion of" multi DOF actuator 

..00 
Fig. 10 Exploded view of eye module 

+ii ', 
:.+ 
U ;  ', 

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2 

Fig. 11 Layoul of eye tnodutc 

f., ' , ,  ~ .~or  ( tl'+ r, h.*.~" 

j ".. 

/it ,lce,~]io4 r [5 ,rl,a f ~$ 'elr2' 

Fa, .znt~ h , , I  l;ra*z,',a,~ r 

gig. 12 Operational principle of ANTLA 

tor unit and operational amplifier (TLV 4112 

by Texas Instrument) multiplies the currents of 

the inputs. In the final stage of the driving cir- 

c~6t, a high voltage D C  DC converter (Q30-5 by 

EMCO) generates the driving voltage to the di- 

electric elastomer. 

terminal moves to positive x direction. Figure 9 

shows a generic idea for creating translational 

motions. If sections c and f are turned on in non 

symmetric input pattern, the output terminal will 

be lilt with respect to positive x axis. Then if the 

control action succeeds to provide electrical input 

to sections d and e, tim terminal will rotate about 

positive y axis. The further continuous control 

action with proper adjustment of input voltage 

during the transition of the rotation axis enables 

to keep the terminal in smooth rotation. The 

eyeball is attached at the output terminal of the 

actuator as depicted in Fig. 10 and thus five DOF 

motions are generated. In this work, we have not 

attached the camera unit at the eyeball, which can 

be conducted as the future work. 

As shown in the overall schematic of the eye 

module depicted in Fig. t l, we use a microcon- 

troller (PICISF258 by Microchip) including the 

CAN module, which manages the control, com- 

munication via CAN and DAC (Digital to 

Analog Converter,, DAC (TLV5614 by Texas 

Instrument) converts the digital inputs from the 

microcontroller to the analog ones for the actua 

4.3 Skin module 

Since three modules such as eyebrow, cheek, 

brow module are driven by the configuration 

of the actuator shared by each other, they are 

called the skin module in the work. The operation 

ot" modules are based on the actuating princi- 

ple named as ANTLA (ANTagonistically driven 

Linear Actuator), proposed by the a~.tthors as 

conceptually illustrated in Fig. 12 (Choi et al., 

2003). In the proposed design, the actuator is 

mainly composed of a pre-stretched elastomer 

film foiled on the i'rame, which is engaged with 

uniform pretension along the actuation directiom 

Compliant electrodes are coated on both sides 

of the elas*+omer film. Also, a mechanical output 

terminal is attached on the borderline of parti- 

tioned electrodes that is, electrodes A and B on 

the upper surt'ace, and the common electrode C 

coated on d~c bot/onl. Though it is fabricated 

with a single etastomer film, it can act like two 

actuators configured antagonistically and thus, it 

makes bidirectional actuation possible in "push 

pull type" motion. Its working principle is simply 

Copyright (C) 2005 NuriMedia Co., Ltd. 
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(a) Forehead 

t~:|ee~ro(te ,~. I']lcctro(lc 1) 

|~]lectrode C Electrode D 
(b) Eyebrow 

Fig. 13 

�9 . : . " . , ' z  , .  . 

(c) Cheek 

Skin actuator 

described as follows. Assuming that unitbrm pre- 

tensions are engaged, tensions on both sides of 

the elastomer film are initially balanced along 

the moving direction. When either side of the 

elastomer is actuated, the actuated part expands, 
and the force equilibrium is broken accordingly. 

The output terminal, therefore, moves by the 

difference of elastic restoring force between both 

sides of the elastomer. For example, if a positive 

input voltage is given on the electrode A, a nega- 

tive one on B, and a negative one on C, then the 

output terminal moves toward the electrode B 

because the elastomer on the electrode A ex- 

pands due to the input voltage on A. Also, if a 

positive voltage is given on the electrode B, a 

, , "krm , - -  E n-,.liill 

Fig. 14 System layout of skin module 

negative one on A, and a negative one on C, then 

the output terminal moves toward the electrode 

A. This is the fundamental features of the actua- 

tor, that is forward and backward motion, which 

is possessed by all the existing actuators. How- 

ever, the proposed actuator can accomplish addi- 

tional features hard to realize in the existing 

actuators. The compliance of the actuator can be 

actively modulated by controlling input volta- 

ges. For  instance, if positive input voltages are 

given on electrodes A and B simultaneously while 

keeping the negative voltage on C, the output 

terminal is able to be converted to a highly com- 

pliant state. Also, it becomes highly stiff when 

all the voltages are the same, Accordingly, the 

proposed actuator achieves four typical states 

of human muscles, that is forward, backward, 

highly compliant  and highly stiff. Figure 13 re- 

presents three modifications of A N T L A  for fore- 

head, eyebrow, cheek, respectively. In the case of 

forehead, two strips of actuators are adopted and 

two A N T L A s '  are utilized for generating tilling 

motion of the eyebrow module. As shown in Fig. 

14 a microcontroller (PICI8F458 by Microchip) 

is adopted for each module and high voltage 

relays are utilized in the skin module because 

multiple actuators have to be controlled with 

single power source, 

4.4 Neck module 
3-DOF neck module, since it requires large 

forces, is actuated with three DC motors as illu- 

strated in Fig. 15. It has two DOFs for pitching 

motion and one for yawing. Although limited 

motions compared to those of the human can be 

realized, two-DOF gazing motion is provided 

using pitching. Shakirlg motion of the head is 

possible using yawing. The driving system for 

operating three DC servo motors (Maxon) and a 
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dedicated motor controller have been developed 

to ensure embedding of all the circuit as shown 

in Fig. 16. The motor controller, which con- 

rains a microcontroller (PICI8F258), a motor 

driver chip (LMDI8200) manages CAN, trajec- 

tory generation, and PID control. 

4 ,5  J a w  a n d  e y e l i d  m o d u l e  

The actuation of the jaw and eyelid modules 

are accomplished with RC servo motors. PWM 

(Pulse Width Modulation) signal is generated 

using the timer of the microcontroller, and the 

positions of RC servo motors are controlled by 

the signal. 

5. Experimental Evaluations 

The proposed robot has been experimentally 

validated. In the experiments, each actuator mo- 

dules were tested and preliminary experiments on 

the emotional expressions were performed using 

the face robot developed. 

5.1 U s e r  i n t e r f a c e  

For the operation of the face robot, a user 

interface depicted in Fig. 17 was built, The user 

interface is largely composed of two windows, 

one of them is for the graphic display of the robot 

(designated as section [ [n Fig. 17) and the other 

is allowed lot the commands to the robot (from 

section 2 to 8 in Fig. 17). The window for com- 

mand not only gives commands to the individual 

actuators, but the emotional commands such as 

happiness, surprise etc. 

R(" S , ' r u~  '~ l~ tor  Si a ~  

(a) Perspective view 

~ t p p e r  P i~rh  

I 

Fig.  15 

(b) Front/side view 

ll[ust,'ated neck mechanism 

l . o ~ t  i I'*IL I i  

P I C I h I ' 2 5 8  

�9 . . . . .  . �9 : 

( .~.N' I ' r ' a n ~ e P , , ~ t  [,~|[/IN2IH~ 

Fig.  16 Motor comroller for neck mechanism 
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Fig, 17 

. ~ . .  ',~ 
�9 . - , r  ,o- 

-7"20 

et_J 

User interface 

Fig.  18 Movement of forehead 

,..a~'~g " " 

Fig.  19 

" ,~t ,d 

Movement of cheek 
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5.2 Actuation tests  for individual modules 
In advance, the actuation of seven actuator 

modules have been tested. Figure 18 shows the 

motion of the forehead module. Two adjacent 

A N T L A s  mimick the wrinkle in the forehead 

and the motion of cheeks could be generated 

similarly as shown in Fig. 19. Also, as shown in 

Fig. 20, asymmetric actuation of two parallel 

A N T L A  realizes tilting motion of the eyebrow 

that is a quite important accent in the emotional 

expressions. The movements of eyes are shown in 

Fig. 2 [, typically up/down/ lef t / r ight .  Figures 22, 

23 and 24 demonstrate the motions of eyelid, jaw, 

and neck module. 

5.3 Expression of emotional status 

The emotional commands to the robot coutd be 

generated using the software interface developed 

by the authors as shown in Fig. 17, In advance, 

the AUs corresponding to each emotional ex- 

pression were determined as shown in Table 4. 

Also, the motion of the eye and neck were added 

to increase the reality of expression, which was 

quite helpful to discriminate the facial expres- 

sions clearly. Figure 25 displays the experimental 

results for the six emotional expressions. The 

incorporated motions of AUs give six different 

emotional feelings successfully. It can be con- 

firmed that the proposed actuation method is 

(a) up 

(c) Left 
Fig. 21 

(b) Down 

(d) Right 

Movement of eye 

.r 

4 

(a) Neutral position 

(b) Tilt up 

< 

(c) Tilt down 

Fig. 20 Movement of eyebrow 
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Table 4 

Expression 

Surprise 

Fear 

Disgust 

Anger 

AUs defined for emotional expressions and 
movements of eye and neck 

• : - . - =  _ 

AUs Eyes and neck motion 

Eyeup 

1 ,2 ,5  I 

4 ,6 ,41,  ,71 
"~ 17 Neck Down 

Happiness 6, 26 -- 

Sadness 1, 24, 41 j Eyes Down 
(a) Surprise (b) Fear 

Fig. 23 Movemem of jay*. 

J 
Fig. 24 Movement of neck 

ellbctive lor the face robot, though the psycho- 

physical test with the human subjects is required 

as a further research. 

6. Conclusions 

(c) Disgust (d) Anger 

(e! Happiness (f) Sadness 

Fig, 25 .qix emotion~,l expressions of face robot 

Recently most of robotic researchers address 

that the face robot  as the gateway of emotional  

interaction between the human and the robot. On 

the contrary, the viable realization of  the require- 

ment are limited by technologies available cur- 

rently, especially the actuating means because a 

lot of  actuators should be integrated within a 

small space and generate dexterous motions to 

provide natural emotional  expressions of  the face 

roboL in this work, v~e proved that the actuator 

based on artificial muscle made of dielectric elas- 

tomer could be a prospective candidate for the 

actuator, and its effectiveness has been denton- 

Copyright (C) 2005 NuriMedia Co., Ltd. 

stratcd with a prototype of a face robot. The char- 

acteristic featt, res over the previous lace robots in 

the proposed method are summarized as 1) the 

embedded actuatton and 2) multiple D O F  actt,a- 

tions without complicated mechanism. The pro- 

posed actuation method can be used as a pro:his 

ing means of  actuation for the face robot as well 

as the other domains of actuation such as hands, 

arms in the fulure. 
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